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Application of image recognition in
workpiece classification
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Abstract
With the rapid development of information technology and widespread use of the Internet of Things, machine
intelligence will undoubtedly emerge as a leading research topic in the future. The main purpose of the present research
is to incorporate an image recognition system into a robotic arm motion to achieve automatic classification. First, we
upload captured images to a PC for classification process and use chess patterns to conduct a sampling test. Next,
when the system identifies these patterns as proper chess patterns, the robotic arm grabs the objects and moves them
to designated locations. The project is divided into two main sections: image recognition and robotic arm motion. In the
image recognition section, we use Keras and the Tensorflow open source learning machine to build a convolutional
neural network model. Then, we use a learning model network that is a considerably more compact variant of the
VGGNet network in the image recognition system. With this model, we achieve a recognition accuracy of 95%. In the
robotic arm section, we use a five-axis robotic arm and an Arduino Uno board as the controller. We design the
Denavit–Hartenberg parameters of the arm and calculate the direct (inverse) kinematics parameters to plan its trajec-
tory. Thereafter, we use MATLAB software to simulate prototype processes, such as grabbing, moving, and placing.
Finally, we import the program into the controller so that the robotic arm can execute classification based on the chess
pattern.
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Motivation

With the continuous vigorous development of informa-
tion technology, the prevalence of the Internet of
Things, and the intelligence of machines, it is the future
trend. Many industries are constantly seeking new
profit models and new technology upgrades, and the
industry hopes to obtain higher prices at the least cost.
The mains way to deal with the profits of the industry
is to reduce labor costs. Nowadays have many works
that using mechanical arm with image recognition sys-
tem for classification work, for instance, using image
recognition to implement recycling task, like smart
trash can; Using the distinction of plant image recogni-
tion and classification

The aim of the present study is to combine the use
of image recognition techniques with robotic arm oper-
ation by uploading captured images onto a PC for clas-
sification. We use a chess pattern to conduct the
sampling test, and after the system recognizes it as a
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proper chess pattern, the robotic arm grabs the objects
and moves them to the designated location.

Literature review and discussion

Automatic classification

Automatic classification techniques have been applied
in many domains. For example, sorting machines have
been used to classify materials based on their chemical
compositions, and image recognition has been used to
develop intelligent trash cans; Using image processing
technology to filter the leukocyte from image, subse-
quently distinguish the nucleus from its cytoplasm.
Based on their nucleus, and features of leukocyte use
various eigenvector to accomplish Nucleus image rec-
ognition process, then achieved the purpose of body
fluid automatic blood cell classification.1

The Piranha LED Automatic Thermal Test Sorting
Machine produced by Chang Yu Co., Ltd., as dis-
played in Figure 1,2 uses heated-up products to deter-
mine product quality.

Superbin, an AI recycle bin developed by the Korean
Recycling Service Corporation,3 uses image recognition
technology to identify whether the garbage items dis-
posed by the people have some value, such as plastic
bottle, glasses, and tin cans. Moreover, it presses them
into flakes for recycling. However, these machines can-
not classify garbage items, which it also to become this
project concern. If we can integrate three-dimensional
(3D) image recognition with automatic classification, we
could enhance the development of automatic factories.

Image recognition

Image recognition is a combination of artificial intelli-
gence, machine learning, neural network, and other

technologies. The basic requirement of this technology
is the ability to automatically identify the desired
objects from a given image. This process involves
extracting the features of these objects based on similar-
ity. Machine learning can be classified into three types:
supervised learning, unsupervised learning, and reinfor-
cement learning. In image recognition systems, super-
vised learning is more commonly used than two other
types because this type of learning provides questions
and answers and teaches the computer to recognize.
Unsupervised learning does not give the machine a
standard answer; instead, it only identifies its own rules
from a given data set. Reinforcement learning does not
require proper input and output values, nor does it
require precise correction. However, it does require a
thorough environment and experience modification.

To increase recognition accuracy, deep learning, a
specific machine learning method, is usually implemen-
ted in image recognition systems. Deep neural networks
are mainly used to apply deep learning methods in
machine learning. It requires the construction of a suf-
ficiently multilayered model with adequate parameters
that can be changed and strong learning capabilities.
Convolutional neural networks (CNNs) represent one
type of deep neural networks. Based on this feature, a
model is constructed that can learn the characteristics
of the objects in a picture and identify the model.
Convolution is the process of extracting features from
an image to identify the best features and classify them.

A CNN can be divided into the following three
parts:

� Convolution layer, which is responsible for
extracting object features;

� Pooling layer, which pools a picture into smaller
pictures and finally obtains the same number of
pictures with smaller pixels; and

� Fully connected layer, which uses the extracted
features to realize classification.

Convolutional layer. In CNNs, multiple convolution ker-
nels are used to extract different features from an image
for identification. The extracted data composed of fea-
tures are collectively called a feature map. When the
parameters of an entire neural network are changed
through a learning process, the weight of the convolu-
tion kernel is updated to extract more accurate features
to facilitate the classification in the fully connected
layer, as illustrated in Figure 2.4

Pooling layer. After the convolutional layer, a pooling
layer is occasionally added to reduce the amount of
image data, retain important information and highlight
features, and perform a maximum or average

Figure 1. Piranha LED automatic thermal test sorting machine.
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dimensionality reduction computation on the original
data, as illustrated in Figure 3.

Pooling and convolution reduce the data set size and
the computation load. Because extraction is performed
with respect to the maximum value range, we are simply
extracting the most representative features. Therefore,
the amount of data is reduced, even as characteristics of
the objects in images are retained. Moreover, it has a
good antinoise function.

Fully connected layer. The fully connected layer is exe-
cuted after flattening the feature map extracted by the
convolutional layer (Flattening). Then, we connect
them with the neural network, as illustrated in on
Figure 4. After flattening, every feature is weighted.
Different nodes assign different weights to different fea-
tures, meaning that for every object feature that a node
is responsible for identifying, the more obvious or rep-
resentative feature, the higher is the weight assigned to

Figure 2. Convolutional layer.4

Figure 3. Pooling layer.
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it by the node. By contrast, the less obvious the feature,
the lower is the weight assigned to it by the node.
Therefore, when the extracted feature value and the
weight corresponding to the feature are large, the out-
put value of the node will be higher than those of the
other nodes.

Finally, the Softmax layer comes into play in the last
layer to input the sum of each neuron, as the output of
the neuron, and all values range between 0 and 1. The
larger the output value of a neuron, the higher is the
probability that the category corresponding to the neu-
ron is the real category.

Softmax regression uses the Softmax operation to
make the total probability distribution of the output of
the last layer be 1. The Softmax function is usually
placed in the last layer of the neural network, the out-
put of the last one of all nodes by an exponential func-
tion (exponential function), and the result is adding as
the denominator. It is output as individual molecules.

The entirely operation illustrated in Figure 5.6

Related technologies required for image recognition

Tensorflow. Tensorflow is a machine learning frame-
work developed by Google that supports programming

languages such as Python and C++. This framework
has been used to successfully implement automated
image captioning software. For example, Deepdream
and Python 3.6.8.

VGG-16. VGG convolution neural network model is
proposed in the literature ‘‘Very Deep Convolution
Networks for Large Scale Image Recognition’’ by
Simonyan and Zisserman, abbreviations Oxford visual
geometry group (Visual Geometry Group) whose name
comes from the author’s.

VGG convolution kernel sizes according to different
layers and convolution purpose, can be divided into A,
A-LRN, B, C, D, E arranged a total of six (ConvNet
Configuration ), which D, E more commonly used in
two configuration. They are called VGG16 and
VGG19.7

VGG16 contains:

� 13 convolutional layers (Convolutional Layer),
respectively represented by conv3-XXX

� 3 Fully connected Layers, respectively repre-
sented by FC-XXXX

� 5 pooling layers (Pool layer), respectively repre-
sented by max pool

One part of the convolutional layer and the fully
connected layer have weight coefficients, so they are
also called weight layers. The total number is
13+3=16, which is the source of 16 in VGG16.

Keras. Keras, an advanced deep learning library based
on Tensorflow, is scripted in Python and provides con-
cise and highly modular APIs. Users can use more con-
cise and more readable code to build various complex
deep learning models and can directly load the per-
tained VGG-16 model.

Figure 4. Fully connected layer.5

Figure 5. Softmax layer.6
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The application of image recognition is combined
with not only automatic classification but also with
workpiece (screw) classification and object (animals,
flowers, shapes, etc.) classification. The project will
study the combination of image recognition and robotic
arms.

Research methods and steps

The present research is divided into three parts for dis-
cussion: establishment of the image recognition system,
kinematic control of the robotic arm, and integration
and construction of a vision-based workpiece classifica-
tion system.

Establishment of image recognition system

Establishment of data set. First, we place each chess on a
different background and at a different position to cap-
ture images. The photo specification is 1:1. Thereafter,
we classify the captured images to place the chess with
the same font into the same code and sort in the folder.
Finally, we have 14 varieties of chess pawns and
approximately 14,000 images.

Training model. After inputting the dataset into the sys-
tem, the system initializes the Python programming
language, Tensorflow deep learning library, OpenCV
library for image processing of chess characters, and
CNN model training. Then, all the characteristics of
the data set are evaluated and analyzed, system is com-
pared and tested according to the test samples, and rec-
ognition rate after the test is corrected until the
recognition rate reaches a stable level. Tensorflow is
used to establish a CNN network architecture and an
enhanced learning mechanism. At the outset, com-
mands such as (Pip install tensorflow == 1.18.0 and
Pip install keras) are entered into the command prompt
or terminal to install Tensorflow and Keras. As the
installation is completed, to build a CNN model, we
need to define the parameters (Weight variable) and
(Bias variable), respectively, to define the two-
dimensional convolutional layer and the pooling layer.
After one pass of filtering and compression, respec-
tively, the two-dimensional convolutional layer and the
pooling layer are defined; thereafter, after another pass
of filtering and compression is performed to realize
layer-by-layer calculation, that is, complete CNN mod-
eling. Among them, Keras provides a model for con-
structing deep learning architecture. In the 2014 paper
‘‘Ultra-Deep Convolutional Network for Large-scale
Image Recognition’’ by Simonyan and Zisserman, the
image recognition system uses a smaller and more com-
pact architecture than the network layer of the deep
learning model of VGGNet. It uses 3 3 3

convolutional layers to increase depth in a continuous
superposition, reduces the size of the volume layer
through maximum pooling, and places the fully con-
nected layer at the end of the network layer and before
the Softmax classifier, see Figures 6 and 7.

Kinematic control of robotic arm

Choice of robotic arm. A five-axis robotic arm robotic
arm is used in this work. The requirements outlined for
selection of the robotic arm were as follows: light-
weight, affordable, and working range that can cover a
chessboard measuring (32.7 3 23.7). Therefore, we
selected the six-degrees-of-freedom metal robotic arm
ROB-003492 (shown in Figures 8 and 9)8 manufac-
tured by Taiwan Smart Sensing Technology Co., Ltd.

Power is supplied to the robotic arm by using six
MG996R servo motors. The MG996R motor is an

Figure 6. Flowchart for training the VGGNet model.

Figure 7. Training model result.
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upgraded version of the original MG995 motor. The
speed, pulling force, and accuracy of the upgraded ver-
sion are higher than those of the original version. This
motor is currently one of the most cost-effective large-
torque motors in the market. Three different connect-
ing wires are used, namely orange, red, and brown.

Their respective functions are PWM connection, posi-
tive connection, and negative connection. These three
wires are connected to an Arduino Uno board, as illu-
strated in Figure 10.

Determining the designated location

Denavit–Hartenberg Model and analysis of forward and inverse
kinematics. See Figure 11 for Overall system wiring,
Figure 12 for the coordinate system of the robotic arm,
and Figure 13 for Index of DH model.

First, we establish the Denavit–Hartenberg (DH)
model of the robot arm and then use the DH model

Figure 9. Working range.8

Figure 10. Arduino Uno board.9

Figure 8. ROB-003492.

Figure 11. Overall system wiring.

Figure 12. Coordinate system of the robotic arm.
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table, illustrated in Figure 14, in the MATLAB soft-
ware environment to model the machine, as illustrated
in Figure 15. After confirming that the model machine

is the same as the robot arm, we input the DH model
values and substitute them in the general solution for-
mula, as illustrated in Figure 16, to analyze the forward
and inverse kinematics. We press the model machine
into the specified position and import its position infor-
mation into the forward and inverse kinematics pro-
gram. In addition, we calculate the angle required for
each motor position and bring it into the prototype
machine, see Figure 12.

Integration and construction of vision-based
workpiece classification system

First, it’s the entirely system in the Figure 17. The left is
the PC which is major of dealing with program, in the
middle is robot arm and the right is the camera.

Second, in this chapter will divide into two part to
discuss.

Image capture. We install a camera at a designated loca-
tion to shoot the target, and then, we capture an image
and import it into the computer for identification.

Image recognition. When the CNN model is established,
the captured image can be input into the CNN model,
and the chess image is recognizable.

Figure 13. Index of DH model.10

Figure 14. DH model table.

Figure 15. Graph of prototype machine.
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Conclusion

In this work, we used Tensorflow and CNN deep learn-
ing to design an image recognition system. When the
recognition rate is higher than 95%, the computer
transfers the recognition result to the Arduino Uno
board through a serial port. Then, it controls the
robotic arm move to a specific location. The entire pro-
cess is shown in Figure 18. At this time, the robotic
arm grabs the chess and moves it to a specific location.
In this work, the computer links the camera with the
robotic arm. The process of taking pictures to moving
the robotic arm and placing chess is longer than other
transmission methods. To ensure that the robotic arm
moves to the specified position stably, each of the des-
ignated positioning programs is equipped with a delay
to ensure that the arm moves to the correct position.
Therefore, in this experiment, it is expected that the rec-
ognition rate can reach 95% to reduce the waiting time,
and 90% of the chesses tested were recognized at the
first instance. The recognition rate was higher than
95%, and the system moved the pieces to the desired
positions.

Figure 16. General solution of forward and inverse
kinematics.10

Figure 17. The entirely system.

Figure 18. Flowchart of the entire process.
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